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Abstract Spatio-temporal co-occurrence patterns repre-

sent subsets of object types which are located together in

both space and time. Discovering spatio-temporal co-oc-

currence patterns is an important task having many appli-

cation domains. There are a number of developed methods

to mine co-occurrence patterns; however, using them needs

a unique parameter to define the neighborhood. Identifi-

cation of a unique optimum k-value or neighborhood radius

is a challenging issue in different application domains. The

developed method of this research defines a new fuzzy

neighborhood and new fuzzy metrics to be applicable for

real applications such as air pollution, especially when the

researchers have no comprehensive knowledge regarding

the application domain; in addition, it mines patterns based

on the fuzzy nature of environmental phenomena. The new

method mines patterns locally without localization step to

speed up the mining process and considers all feature types

(point, line and polygon) to handle all applications. Sub-

sequently, it is applied to a real data set of Tehran city for

air pollution to discover significant co-occurrence patterns

of air pollution and influencing environmental parameters

such as meteorological, topography and traffic. The case

study results showed seven meaningful patterns among air

pollution classes 2 and 3 and wind speed class 1, topog-

raphy class 1 and traffic classes 1 and 2. The evaluation

confirmed the accuracy and applicability of the new

developed method for air pollution case. Furthermore, two

performance tests for the method itself and a performance

test against a crisp method were done, where the results

exhibited an efficient computational performance.

Keywords Air pollution � Data mining � Co-occurrence
pattern mining � Fuzzy � Tehran

Introduction

Air pollution leads to instability, harmful and undesirable

effects in the environment (Goel et al. 2012). In the present

century, urban areas deprive environment to have a healthy

air quality due to the increase in concentration of tropo-

spheric air pollutants such as SOx, NOx, CO and O3

(Venkanna et al. 2014). With the rapid growth of indus-

trialization, population increase and disorderly urbaniza-

tion, environmental pollution has become a significant area

of concern (Dursun et al. 2015; Sakarde et al. 2014).

Studies have shown that the air pollution in an urban area

has a complex spatial pattern and levels can vary signifi-

cantly over small distances (Sheng and Tang 2013). Next,

it is important to consider air pollution, affecting parame-

ters and also their interactive relation. Several techniques

can be used to monitor air pollution data; one such tech-

nique is spatial data mining (Lanjewar and Shah 2012).

The spatial data mining has been introduced to discover

interesting and previously unknown, but potentially useful

patterns from large spatial databases (Miller and Han 2009;

Yoo and Bow 2011). The spatial data mining provides

different methods including clustering, classification, co-

location and association rules. This research is focused on

co-location pattern mining. Spatial co-location patterns

describe subsets of spatial features which are usually

placed in close geographic proximity (Manikandan and

Srinivasan 2012). In advance, spatio-temporal co-
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occurrence pattern mining considers both space and time in

the mining process (Celik et al. 2008; Huang et al. 2008;

Qian et al. 2009a, b). Spatio-temporal co-occurrence pat-

terns are useful to discover special characteristics behind

co-located phenomena (Qian et al. 2009a). Discovering

useful knowledge and information is a difficult task in a co-

occurrence pattern mining process due to complexity of

spatial data types, spatial relationships as well as time

dependence of events (Wan and Zhou 2008).

Considering spatio-temporal co-occurrence pattern lit-

erature, it can be categorized in two classes: Some studies

such as (Gudmundsson and Kreveld 2006; Vieira et al.

2009) have considered uniform groups of moving objects,

and their methods discover flock patterns. These methods

are not applied to general cases especially for applications

with different feature types. The other researchers work

with a mixed group of moving objects. Our case belongs to

this category. Celik et al. (2008) proposed a new mono-

tonic composite interest measure to mine mixed-drove

spatio-temporal co-occurrence patterns. In addition, he

proposed a new method (Celik 2011) to consider the

presence period of the objects in the database for extracting

partial spatio-temporal co-occurrence patterns. To cascade

spatio-temporal patterns, Mohan et al. (2010) developed a

new method to mine partially ordered subsets of event

types whose instances are located together and occur in

stages. Furthermore, there are a number of studies that

generalize co-location patterns to the spatio-temporal

domain (Huang et al. 2004; Shekhar et al. 2001) or the

other studies that considered time factor as an alternative

spatial dimension to mine spatio-temporal sequential pat-

terns (Huang et al. 2008). These literatures do not consider

a fully spatio-temporal problem. All the aforementioned

studies tried to detect time-prevalent patterns, but none of

these methods allows identifying how a spatio-temporal

co-occurrence pattern evolves over time. Recently, authors

have developed a crisp method (Akbari et al. 2015) to

handle this lack. They proposed a new spatio-temporal

measure to consider evolution of patterns simultaneously in

space and time. However, there is still another problem that

finding co-occurrence patterns occur in a spatial neigh-

borhood of Pattern Core Element (PCEs) and it is usually

difficult to find an optimum neighborhood radius in dif-

ferent applications. To neglect using a neighborhood radius

in co-location mining, Wan et al. (2008) and Wan and

Zhou (2008) proposed k-nearest feature technique to

extract patterns. Although these methods need no unique

neighborhood radius, there is another problem to find an

optimal k-value. Based on this problem, Akbari and

Samadzadegan (2014) proposed a new fuzzy neighborhood

for pattern core elements which does not need to find an

optimum unique neighborhood radius or k-value. However,

this research only works for point data and mines only

spatial co-location patterns without considering time.

In summary, to handle the aforementioned shortcomings

of the literatures, this research presents a fuzzy spatio-

temporal co-occurrence pattern mining method. Briefly, the

contributions to this study can be explained as follows:

• As there are different feature types in real applications

and also most of environmental phenomena have a

fuzzy nature, moreover, the developed method defines a

fuzzy neighborhood for different PCE’s feature types.

• Using this fuzzy definition of neighborhood, this

method reduces a localization step, and instead, it uses

upper bound of neighborhood to index features. By

eliminating a step in mining process, it reduces

execution time.

• The method proposes new fuzzy metrics based on

membership degree of spatial objects to PCE’s neigh-

borhood to identify prevalent co-occurrence patterns

based on fuzzy definition of neighborhood. Against the

existing metric, participation ratio, that is based on the

number of objects in neighborhood of the PCEs, the

new metric is based on the degree of belonging to

neighborhood of the PCEs which can be more logical.

• As Tehran’s air pollution is a big challenge, the

proposed method was applied for a real case study, air

pollution in Tehran, to evaluate its effectiveness and

extract useful patterns to help urban decision makers.

The remaining sections of this paper are organized as

follows: The materials and methods are described in

Sect. ‘‘Materials and methods’’. The results and discussion

are presented in Sect. ‘‘Results and discussion’’. Finally,

the conclusions and future works as well as recommenda-

tions are summarized in Sect. ‘‘Conclusion and future

work’’.

Materials and methods

Mining spatio-temporal co-occurrence patterns is an

important geoprocessing task since it can be used by an

extensive range of applications in different fields such as

geographic information systems, geomarketing, traffic

control, database exploration, image processing, environ-

mental studies and other related fields (Priya et al. 2011).

These extensive ranges of applications need methods

which can handle all conditions. As mentioned before,

some literatures consider only point data, some other do

not consider time dimension and especially most of them

develop crisp methods which are not suitable for fuzzy

environment and its applications. Next, this research pro-

poses a new method to handle the aforementioned
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problems. The proposed flowchart of spatio-temporal co-

occurrence pattern mining method is shown in Fig. 1. It

includes five main parts that each of them has some steps.

The main steps in each of these parts are explained as

follows.

Part 1 To start the mining process, it initializes

parameters such as different thresholds and determines

pattern core element.

Part 2 To eliminate the necessity of finding an optimal

and unique neighborhood radius or k-value, this research

considers a fuzzy neighborhood which can be defined

based on a lower bound (R1) and an upper bound (R2).

Figure 2 shows the neighborhood of different feature type

of the PCEs. This step defines PCE’s neighborhood by

using initialized R1 and R2 values and then indexes all

features participating in mining process to the buffer which

was created by the upper bound. As mentioned in (Akbari

et al. 2015), it is necessary to find co-occurrence patterns

with a local view; in this regard, a Voronoi diagram as a

spatial indexing structure was used. However, in this

method, to increase execution efficiency, buffer of upper

bound was used instead of Voronoi diagram. It is note-

worthy that for the purposes of this paper, based on our

case study, only the case of point PCEs will be considered.

Part 3 To mine different patterns, it is necessary to

generate candidates. The method generates size-k?1 can-

didate co-occurrence patterns Ck?1 based on all size-k pat-

terns using an a priori-based method (Agarwal and Srikant

1994). To apply candidate patterns, the method similar to

(Huang et al. 2004) generates the instances of candidate

Ck?1 by joining neighbor instances of size-k spatio-tem-

poral co-occurrence patterns. Afterward, to discover

important co-occurrence patterns, it is necessary to calcu-

late some measures for pattern desirability evaluation such

as participation ratio and participation index (Huang et al.

2004). These measures are only based on the number of

features participate in a pattern; however, it will be more

logical if these measures consider the dependency degree
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Fig. 1 The proposed flowchart of fuzzy spatio-temporal co-occurrence pattern mining method
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of a feature type to a pattern as well. Therefore, this

research proposes the participation ratio in a new approach

in order to consider not only the number of features par-

ticipate in a co-occurrence pattern but also considers their

dependency degree to a co-occurrence pattern. Figure 3

shows a general case of feature distribution around a point

PCE and its neighborhoods.

As Fig. 3 shows, different feature types (point, line and

polygon) can participate in a PCE neighborhood and co-

occurrence. Therefore, the proposed participation ratio of

this research is presented as follows:

• For point data:

PrðC; fiÞ ¼
P

MFðfiÞ
NðfiÞ

ð1Þ

where MF(fi) is the membership function of fi feature

instances in co-location instance neighborhoods of C and

N(fi) is the total number of fi feature instances (Akbari and

Samadzadegan 2014). MF(fi) can be calculated using

Eq. (2).

MFðfiÞ
1 ðcompeletly in neighborhoodÞ if 0\X�R1

1� X�R1

R2 �R1

ðpartialy in neighborhoodÞ if R1\X�R2

0 ðout of neighborhoodÞ if R2\X

8
><

>:

ð2Þ

where MF(fi) is the membership function which shows

neighborhood relation value, R1 and R2 are lower and upper

bounds of neighborhood and X is radial distance of a fea-

ture to PCE.

However, for other features besides point data, it is nec-

essary to have some modification in the above equations.

Considering Fig. 3, when the data are line or polygon, then

it is complicated and computationally expensive to use

Eq. (2) continuously. Next, to simplify it for line and

polygon data, it is discretized. The neighborhood space

between R1 and R2 is divided into five equidistant pieces.

At last, MF(fi) is proposed as Fig. 4 and Eq. (3).

MF ¼

1 ðcompletely in neighborhoodÞ if 0\X�R1

0:9 ðpartialy in neighborhoodÞ if R1\X�d1
0:7 ðpartialy in neighborhoodÞ if d1\X�d2
0:5 ðpartialy in neighborhoodÞ if d3\X�d3
0:3 ðpartialy in neighborhoodÞ if d4\X�d4
0:1 ðpartialy in neighborhoodÞ if d4\X�R2

0 ðout of neighborhoodÞ if R2\X

8
>>>>>>>><

>>>>>>>>:

ð3Þ

where MF is the membership function which shows

neighborhood relation value, R1 and R2 are lower and upper

bounds of neighborhood, d1; d2; d3; d4 are radiuses for

equidistance division of lower and upper distance and X is

radial distance of a feature to PCE.

• For line data:

TMF fið Þ ¼
X

MFj � LFj

� �
ð4Þ

Pr C; fið Þ ¼
P

TMF fið Þ
N fið Þ ð5Þ

Fig. 2 Fuzzy neighborhood of different PCE feature types. a Point PCE, b Line PCE, c Polygon PCE

Fig. 3 Feature distribution around a point PCE
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where MFj is the partial membership function of fi
instances in neighborhoods of co-occurrence C, LFj is the

fraction of line feature length with a membership value

MFj, TMF(fi) is the summation of fuzzy membership val-

ues of line feature parts and N(fi) is the total number of fi
feature instances.

• For polygon data:

TMF fið Þ ¼
X

MFj � AFj

� �
ð6Þ

Pr C; fið Þ ¼
P

TMF fið Þ
N fið Þ ð7Þ

where MFj is the partial membership function of fi
instances in neighborhoods of co-occurrence C, AFj is the

fraction of polygon feature area with a membership value

MFj, TMF(fi) is the summation of fuzzy membership

values of polygon feature parts and N(fi) is the total number

of fi feature instances.

Then the participation index can be defined as the

minimum of the participation ratios of all constitute

feature types in a co-occurrence (Huang et al. 2004). In

this step, the proposed method evaluates the calculated

participation indices of candidate patterns against a spatial

prevalence threshold (hs). Those patterns which their

prevalence criteria are greater than the predefined

threshold are considered as spatial prevalent patterns or

important patterns and will be used to generate higher-level

candidate patterns. Part 4 To evaluate the discovered

patterns of part 3 temporally, it is necessary to calculate a

measure. This research uses temporal prevalence index

(TPI) criterion as defined in (Akbari et al. 2015) in order to

mine temporal prevalent patterns. In this step, the

calculated TPI measure for spatial prevalent co-

occurrence patterns is compared with a temporal

prevalence threshold (ht). Next, those patterns which their

TPI measure meets the temporal threshold are considered

as spatio-temporal prevalent co-occurrence patterns. In

addition, a classification for co-occurrence patterns has

been presented in (Akbari et al. 2015), which categorizes

different patterns based on their TPI to six classes:

sustained, emerging, dispersing, time prevalent, time

variant and no-pattern.

Results and discussion

To evaluate the proposed method, it was applied for a real

case study to mine co-occurrence patterns of air pollution

and the other environmental influencing parameters

including road traffic, wind and topography.

Case study

The study area of this research is in city of Tehran, which is

located in northern part of Iran (between 35.56–35.83 N

and 51.20–51.61E). Tehran is bordered by the Alborz

mountain range to the north, and it lacks permanent winds.

As a result, smoke and other particulate materials cannot

escape from the city. Air pollution in Tehran nearly similar

to the other air polluted cities is primarily due to motor

vehicles and heavily polluting industries (Dursun et al.

2015). Therefore, this area is affected by anthropogenic

emissions, and a thick layer of particulate matter which is

usually found in the atmosphere (Shad et al. 2009). Teh-

ran’s air pollution has been a significant challenge for

several years, where this problem makes Tehran as one of

the worst areas in the world for atmospheric pollution

having many days exceeding air quality standards during

each year (WHO 2011). Tehran’s air pollution is respon-

sible for thousands of deaths, and it costs millions of dol-

lars each year (Environmental Protection Organization

2005). The data sets used include air pollution,

Fig. 4 Fuzzy definition of neighborhood a its illustration b its function
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meteorology, traffic and topography of part of Tehran. The

study area can be seen in Fig. 5. The study area consists of

regions number 1–8, 21 and 22 of Tehran city. These

regions were selected because first, data were available for

these units and second, the data were up-to-date and had

sufficient spatial and temporal overlap. The data span

12 days of different months between March 21, 2011, and

March 19, 2012 (a Solar Hijri Year), one day per month

(Akbari et al. 2015).

To use the case study data, they preprocessed to obtain

the input data for the proposed method. Different data, as

shown in Fig. 6, were classified into three classes to use

directly in the mining process. The classification process

for different data sets was conducted based on some

existing knowledge and rules. We obtained the traffic data

from Tehran Traffic Control Center; afterward, we used

their classification for this data. Similarly, the rules for air

pollution classification by Tehran Air Quality Control

Center were accepted. Regarding meteorological parame-

ters, since wind speed has an effective impact on air pol-

lution, we used it and to classify it; moreover, the Beaufort

scale was used similar to the Iran Meteorological Organi-

zation. Finally, for topography classification, due to nearly

linear change in elevation from north to south of the city,

three meaningful classes were formed. The last column in

Fig. 6 presents the label and break points used for each

class of data in the co-occurrence pattern mining process.

Experimental results

To use the proposed method of this research for co-oc-

currence pattern mining of Tehran air pollution, it needs

some initial parameters as follows:

• Neighborhood lower bound R1= 1500 m and neighbor-

hood upper bound R2= 2500 m; we used R1 and R2 to

define a fuzzy neighborhood. In fact, as stated before, a

fuzzy neighborhood was used to neglect determination

of a precise neighborhood radius or k-value. These

values were selected based on the average distance

between air pollution measurement stations as well as a

general knowledge about spatially meaningful variation

in air pollution affecting parameters in a neighborhood.

• Spatial Prevalence Threshold: 0.5; as this threshold

controls a pattern spatial importance criterion. Next, it

was selected to supply at least for half of the participant

features.

• Time Prevalence Threshold: 0.6; this threshold is about

temporal importance; next, it is selected somewhat

higher than 50 % such that only the most important

patterns are found.

Figure 7 shows the results of this evaluation. We used a

similar representation method for the discovered patterns

as proposed in (Akbari et al. 2015).

As a brief statistics of this experimental evaluation, it

can be mentioned that there were 53 different pattern

candidates. They produced 430 pattern combinations for 12

time slots. Among the assessed patterns, there were four

spatio-temporal co-occurrence prevalent patterns {(Ap2,

Tr1), (Ap3, Tp1), (Ap3, Wn1) and (Ap3, Tp1, Wn1)} and

three time-variant co-occurrence patterns (Akbari et al.

2015) {(Ap2, Tr2), (Ap2, Wn1) and (Ap2, Wn1, Tr1)}. The

results of this proposed method evaluation confirm the

previous findings by a crisp method (Akbari et al. 2015).

As it can be seen from Fig. 7, there is a combination of

studied parameters in the discovered patterns. In the fol-

lowing section, we try to discuss the results’ similarities

and dissimilarities of this proposed method against the

crisp method (Akbari et al. 2015). First, the similar trends

between these two developed method results have been

explained:

• The extracted patterns are only regarding the air

pollution classes 2 and 3. This was expected to have

co-occurrence patterns with higher levels of air pollu-

tion class 2 and 3 because (Azizi 2011; Kavousi et al.

2013; Saadatabadi et al. 2012) have mentioned high air

pollution as a major problem for Tehran.

• Prevalent patterns between air pollution and traffic

were expected because in this research CO was used as

air pollutant and as (Azizi 2011; Safavi and Alijani

2006) stated, CO is a traffic-related pollutant and air

quality deterioration is frequently related to traffic

emissions (Silva et al. 2014).

• Tehran that has been placed in the southern parts of

Alborz mountain range (Safavi and Alijani 2006) due to

its physical conditions and topography lies in a valley

and a semi-closed area (Fig. 5). These mountains

prevent the flow of humid wind through the capital

and trap air pollution over the city (Naddafi et al. 2012).

Next, as Saadatabadi et al. (2012) explained, low wind

speed is one of the most important meteorologicalFig. 5 Case study
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factors causing high levels of CO concentration;

therefore, the extracted patterns between high air

pollution and low wind speed are meaningful.

• As temperature inversion is a usual case for Tehran, its

occurrences further trap pollutants in the city, espe-

cially as (Rahimi Ghoroghi 2012; Safavi and Alijani

2006) stated in central and southern parts of Tehran,

where the topography class is 1 (i.e., low topography).

Therefore, the extracted pattern of air pollution class 3

(high) and topography class 1 (low) is a valid pattern.

However, the achieved results of the proposed method

of this research have a difference with the crisp method

(Akbari et al. 2015) in the following case:

• As it can be seen in Fig. 7 and also the result

explanations in Sect. ‘‘Experimental results’’, the num-

ber of prevalent co-occurrence patterns against the crisp

method (Akbari et al. 2015) has been reduced. In this

experiment, four prevalent patterns and three time-

variant patterns were extracted, while with the same

data, the crisp method (Akbari et al. 2015) mined six

prevalent patterns and 11 time-variant patterns. The

reason of this reduction can be explained by the new

proposed method. In this research, a new participation

ratio concept based on fuzzy membership of features to

the neighborhood has been developed that against the

existing methods, it calculates participation ratio pre-

cisely based on the degree of fuzzy membership of

features. This method causes less value of participation

ratio and thus fewer numbers of discovered patterns. In

other words, using this new developed criterion, a deep

filtration of candidate patterns has been done and only

the most important patterns can be discovered.

Performance results

To assess the proposed method performance and also to

check its sensitivity, some experiments have been done.

First, we evaluated it for different neighborhood radiu-

ses. Regarding this experiment, we changed R1 from 500 to

2500 m and R2 from 1000 to 3000 m and test different

combinations of neighborhood radiuses to check processor

time during execution, while we left all other parameters

unchanged (number of time slots = 12, spatial prevalence

threshold = 0.5, temporal prevalence threshold = 0.6).

Figure 8 shows the results of this evaluation.

Next, two different regression models were fitted. A

quadratic model is shown in Fig. 8a, and a linear model is

shown in Fig. 8b, c, d. Figure 8 shows a quadratic regression

if we consider all different cases of changing neighborhood

radiusesR1 and R2 together. However, it will be more logical

Air pollu�on 
pa�ern

Pollutants CO

High Ap3 > 5

Normal 5 > Ap2 > 1

Low Ap1 < 1

Traffic Traffic Volume

Fluent Tr1= Fluent Traffic

Semi-Heavy Tr2= Disrup�on in movement/ 
Heavy but moving traffic

Heavy Tr3= Heavy / Very heavy 
traffic

Topography DEM
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Medium 1500 > Tp2 > 1300

Down Tp1 < 1300

Meteorology Wind Speed

High Wn3 > 16

Medium 16 > Wn2 > 6

Low Wn1 < 6
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Fig. 6 Applied parameters of this research
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if we consider performance trend of the proposed method

when one of neighborhood radiuses is changing and the

other one is unchanged. Therefore, we presented it by parts

of (b), (c) and (d) of Fig. 8 when the performance trend of

the method shows a linear regression. Next, it can be con-

cluded that the method has an O(n2) performance trend if

both R1 and R2 change simultaneously that is a special case,

but it has an O(n) performance trend if one of neighborhood

radiuses changes each time. Afterward, we compared the

efficiency of the proposed method of this research with a

crisp method (Akbari et al. 2015). Figure 9 shows processor

time for different cases, where ‘‘Crisp method’’ stands for

the proposed method in (Akbari et al. 2015) which has

neighborhood radius R = 2500 for this test; moreover,

‘‘Case 1’’ is the developed method of this research for

R1 = 500 and R2 = 2500, ‘‘Case 2’’ is for R1 = 1000 and

R2 = 2500, ‘‘Case 3’’ is for R1 = 1500 and R2 = 2500 and

‘‘Case 4’’ is for R1 = 2000 and R2 = 2500.

Time Slot 3 Time Slot 4 Time Slot 5 Time Slot 2 

Time Slot 10 21tolSemiT11tolSemiT

Time Slot 9 Time Slot 6 Time Slot 7 Time Slot 8 

Fig. 7 Evaluation results of developed method for case study
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As it is evident in Fig. 9, it can be concluded that the

performance of different cases of the developed method of

this research varies based on different neighborhood radiuses

although the R2 = 2500 is the same for all of them. Perhaps,

it is not meaningful to compare the crisp method perfor-

mance against different cases of the proposed method of this

research since there are some differences in neighborhood

definition and parameters, where in the crisp method, there is

only one neighborhood radius, but in the new proposed

method, we have two neighborhood radiuses defining a fuzzy

neighborhood. The proposed fuzzy method exhibits a better

performance compared to the crisp method where its lower

bound is {500, 1000} and it exhibits worse performance

where the lower bound is {1500, 2000}. In these experi-

ments, the upper bound is fixed and is 2500 similar to the

neighborhood radius of the crisp method. It means that as the

inner neighborhood region increases, the performance of the

proposed method decreases. In addition, by assessing the

results of this figure, it can be concluded although the new

proposed method uses a more extensive computational par-

ticipation ratio metric based on the new definition of

neighborhood, but it does not show a significant change in

execution time. It can be explained by this fact that though

the participation ratio computation is more expensive com-

pared to the crisp method (Akbari et al. 2015), but in the new

developed method, the localization step has been eliminated

by creating Voronoi diagram and indexing features to it

which can speed up the mining process. Therefore, it could

make a balance in execution time for the new developed

method against the crisp one. Next, to evaluate the model

results against different break points for analyzed parameters

of this research, eight different scenarios have been defined

as presented in Table 1, so that in each scenario, parameter

classification break points have been changed and the others
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remained unchanged. As stated, in this study, only the break

points of each parameter for different scenarios were chan-

ged, but the number of classes is the same as the main sce-

nario as showed in Fig. 6, since changing the number of

classes can make a complicated problem and comparing

scenarios with the main scenario is not possible.

Based on Table 1, when we change the air pollution

parameter, then the discovered patterns show the highest

degree of change against the main scenario. This change is

expected because air pollution is the core element param-

eter in the developed co-occurrence pattern mining

method, and therefore, it can create more changes in the

discovered patterns. In addition, the other point in this table

is that whenever we change each of parameter break points,

then the extracted prevalent patterns related to that

parameter will change against the main scenario prevalent

patterns, which is comprehensible as well. In addition, a

performance test for different scenarios against the main

scenario has been done as shown in Fig. 10. For this test,

processor time is measured as a performance measure.

The result of this test reveals that most of the scenarios

have nearly similar execution time against the main scenario

and they have processor time between 38 and 47 min,

except scenarios 3 and 4 which have 13- and 14-min exe-

cution time, respectively. Scenarios 3 and 4 are related to

changing topography break points. As these data are poly-

gon-type data in this study, it means changing the break

points can change the number and their area which can have

an important impact on execution time of the method.

Table 1 Different scenario conditions

Scenarios Changed

parameter

Changed

values

No. of prevalent

patterns

Prevalent patterns

Main – – 4 (ap2, tr1), (ap3, tp1), (ap3, wn1), (ap3, tp1, wn1)

Scenario 1 Air pollution Ap1\ 0.5 1 (ap3; tr1)

0.5\Ap2\ 2.5

Ap3[ 2.5

Scenario 2 Air pollution Ap1\ 2.5 1 (ap1; tr1)

2.5\Ap2\ 6

Ap3[ 6

Scenario 3 Topography Tp1\ 1150 3 (ap2; tr1), (ap3, tp3), (ap3; wn1)

1150\Tp2\ 1350

Tp3[ 1350

Scenario 4 Topography Tp1\ 1450 2 (ap2; tr1), (ap3; wn1)

1450\Tp2\ 1650

Tp3[ 1650

Scenario 5 Wind speed Wn1\ 2 3 (ap2; tr1), (ap3; tp1), (ap2; wn2)

2\Wn2\ 8

Wn3[ 8

Scenario 6 Wind speed Wn1\ 9 5 (ap2; tr1), (ap3; tp1), (ap3; wn1), (ap2; wn1), (ap3; tp1; wn1)

9\Wn2\ 20

Wn3[ 20

Scenario 7 Traffic volume Tr1 = Fluent traffic/disruption in movement 5 (ap2; tr1), (ap3; tr1), (ap3; tp1), (ap3; wn1), (ap3; tp1; wn1)

Tr2 = Heavy but moving traffic/heavy

Tr3 = Very heavy traffic

Scenario 8 Traffic volume Tr1 = Fluent traffic 4 (ap2; tr3), (ap3; tp1), (ap3; wn1), (ap3; tp1; wn1)

Tr2 = Disruption in movement

Tr3 = Heavy but moving/heavy/very heavy traffic
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Conclusion and future work

Air pollution is a significant challenge for urban decision

makers and a threat for human health and safety. As air

pollution is a multidisciplinary problem, it needs to be

assessed and studied from different perspectives. Extracting

air pollution patterns regarding environmental affecting

parameters can reveal significant information in order to

handle this problem. The existing methods due to their

shortcomings do not consider fuzzy nature of environmental

phenomena, moreover, relying on a unique parameter to

define neighborhood and using traditional crisp criteria to

mine significant patterns. Therefore, in this research, a new

co-occurrence pattern mining method has been developed so

that: First, the new proposed method defines a fuzzy neigh-

borhood for pattern core elements, which eliminates the

difficulties of finding a unique optimum neighborhood radius

or k-value. Second, based on the new fuzzy definition of

neighborhood, the proposed method eliminates the need of

localization step which speeds up the process and increases

computation efficiency. Third, to mine prevalent co-occur-

rence patterns in a fuzzy framework, new fuzzy metrics have

been developed to work based on fuzzy nature of environ-

mental phenomena. The proposed method of this research

was applied to a real case study in order to extract significant

patterns of air pollution and the other influencing parameters

for the city of Tehran. The results of evaluation revealed that

it is suitable and applicable for real applications such as air

pollution, especially when the researchers have no compre-

hensive knowledge about the application domain of applying

pattern mining. Applying the proposed method on case study

leads to seven meaningful patterns {(Ap2, Tr1), (Ap3, Tp1),

(Ap3, Wn1), (Ap3, Tp1, Wn1), (Ap2, Tr2), (Ap2, Wn1) and

(Ap2, Wn1, Tr1)}. To evaluate the method performance,

three different experiments have been done. In these exper-

iments, the proposed method is evaluated by changing

neighborhood radiuses and by changing parameter breaks

and is compared with a crisp method. The results confirmed

an acceptable execution performance. For future works, we

intend to apply or extend the proposed method of this

research for different application domains such as noise

pollution, crime, floods or car accidents. In addition, we

would like to extend a more comprehensible visualization

method to illustrate co-occurrence patterns in a spatio-tem-

poral framework and show the fuzzy concept of environ-

mental parameters in the extracted patterns.
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